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About Hyperion Research

Hyperion Research mission:
• Hyperion Research helps organizations make 

effective decisions and seize growth opportunities
▪ By providing research and recommendations in high 

performance computing and emerging technology areas

HPC User Forum mission:
• To improve the health of the HPC/AI/QC industry

▪ Through open discussions, information sharing and initiatives 
involving HPC users in industry, government and academia 
along with HPC vendors and other interested parties 

2

(www.HyperionResearch.com & www.HPCUserForum.com)

http://www.hyperionresearch.com/
http://www.hpcuserforum.com/


The Hyperion Research Team
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International Consultants 
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Our Research Areas

• Traditional HPC

• AI: ML, DL, & Large Scale AI

• Cloud Computing 

• Quantum Computing

• Storage & Big Data

• Interconnects

• Software & Applications 

• Power & Cooling

• The ROI and ROR from Using HPC

• Tracking all Processor Types & Growth Rates

• R&D and Engineering -- All Types of High Tech

• Edge Computing

• Staffing & Supply Chain Issues
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The Overall HPC Market in 2022
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Looking at the overall HPC market, including servers, cloud usage, 
storage, software and repair services = $37.3 billion US dollars



The 2022 Worldwide On-Prem HPC 
Server Market: $15.4 Billion (up 4.3%) 
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Departmental 
($100K - $250K)

$3.8B

Divisional 
($250K - $500K)

$2.8B

Supercomputers
(Over $500K)

$7.3B

Workgroup
(under $100K)

$1.5B

HPC   

Servers 

$15.4B

2023 is projected to be around $17 Billion



2022 WW HPC On-Prem Market by 
Vendor and Sector ($ Millions)
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HPC Market

Predictions
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Hyperion Research's 2023 Predictions
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1. Strong growth in the leadership-class segment will 
support modest growth across the global on-
premises HPC market. 

2. The advanced computing sector and its associated 
supply chain will become increasingly driven by 
national and regional government policies that stress 
domestic capabilities.

3. Sustainability and energy efficiency considerations 
will become a dominant factor in many procurements.

4. Cloud utilization will shift towards production 
workloads leading to initial erosion of on-premises 
spending in low end of the market.

5. 2023 will be the year of AI regulation.



Hyperion Research's 2023 Predictions
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6. AI will become more pervasive in production tier 
deployments due to users' higher confidence in its 
abilities and ease of use.

7. HPC system architectures will bifurcate between 
systems optimized for one set of applications and 
those designed to address many.

8. Divergent requirements of traditional and modern 
workloads will move architectural focal points from 
compute to interconnects and storage systems.

9. Interest in edge computing for HPC will rise in 2023, 
especially in the industry sector, but spending will be 
muted. 

10.Growth at many HPC sites will be stunted due to the 
continued difficulty in acquiring and retaining talent.



The HPC Market Should Grow in 2023

• 2023 is forecasted to reach an all-time high of around US $17 
billion in on-prem HPC servers with US $33 billion in total on-
premises HPC spending

• But there are several issues:

• The overall economy is putting pressure on many buyers

• Covid and the resulting supply chain issues have been a major concern 
for 3 years, and are expected to continue to be a problem

• The lower end of the on-premises market continues to struggle 

• Growth drivers include:

• Countries and companies around the world continue to recognize the 
value of being innovative and investing in R&D to advance society, grow 
revenues, reduce costs, and become more competitive

• New technological developments in AI, processors, etc. are providing 
many new areas for users to advance their research and engineering

• Cloud computing is becoming more useful to a larger set of HPC 
workloads 
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Several exascale systems should be accepted in 2023 
AI and cloud spending are growing quickly 



5-Year On-Prem HPC Server Forecast
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6.8% yearly average growth over the next 5 years



Supercomputer Subsegments 
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The market for systems under $10M US is very large



The Broader Market ($ Millions)
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2022 total HPC spending reached $US 37 Billion 
2026 is projected to exceed $US52 Billion 
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The HPC Market

In Europe
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EMEA Grew Well Over the Last 3 Years
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2022 reached an all-time high of $4.3 billion (US dollars)



EMEA HPC by Industry/Sector
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3 verticals now exceed $500M a year (CAE, Government 
labs and Academic) 



Europe & EMEA HPC by Country 
($US M)
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EMEA HPC Server Forecast
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Expecting strong growth: 9.3% for supercomputers and 
7.9% overall



EMEA HPC Broader Market Forecast
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Expecting strong growth to reach close to $12 billion 
(US dollars) by 2026
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The HPC Market

In China
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The HPC Market in China
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We assume that China now has 3 operational exascale systems;
Two in 2021 and one in 2022



HPC Market in EMEA, China & USA
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EMEA's growth has been fairly consistent 
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High Growth

Areas
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The Exascale Market (System Acceptances)
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Over 30 systems and over $10 billion in value



94.3% of Sites Have Accelerators in 
Their Largest System Today 
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Up from 82.7% having accelerators in 2021

In Mid 2021 In Late 2022



Accelerator Plans for Next Purchases 
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From our recent end-user MCS study



GPU/Accelerator Forecast 
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Anticipated high growth for accelerators over next 5 years 
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HPC Cloud Usage Forecast
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17.9% growth over the next 5 years



AI Forecast
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22.7% growth over the next 5 years
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Questions?

We welcome questions, 

comments, and suggestions

Please contact me at:

ejoseph@hyperionres.com

© Hyperion Research 2023 
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Not Your Father’s HPC
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A Busy Intersection of Complex Challenges

HPC

Research

Engineering

Scientific 

Discovery
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Cloud Happenings
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HPC Cloud Forecast
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HPC cloud revenue expected to exceed $11 billion by 2026

• Global HPC & AI buyers around the world continue shifting 
some of their on-premises budgets to spending in the cloud

• Primary growth drivers:
• AI and other data-intensive applications
• Investments by cloud service providers (CSPs) to make clouds 

more HPC friendly
• Users’ maturing understanding of cloud-appropriate workloads
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The Total HPC Market: 
On-Prem and Cloud Computing
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The cloud market is smaller, but growing faster
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Models for Accessing HPC Cloud Services

On-premises

Public CSPs

Hybrid

Hosted Cloud

Enablement

Direct to cloud (full service & DIY)

Users

Hosted Infrastructure

Hosted HPC Providers

Industry Vertical Providers

Managed Service Providers

Co-lo

On-premises 

Infrastructure

Private

Hybrid

Enablement 

Services

ISV

Multi-cloud

Cloud-like

© Hyperion Research 2023 38



Cloud Spend Distribution
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Compute comprises more than half of cloud spend

• 57% of cloud spend focused on compute instances:
• Roughly 50/50 split between accelerated and non-accelerated compute 

instances in the cloud
• Slightly more spend on reserved instances over preemptive

Reserved, non-
accelerated instances

Reserved, accelerated 
instances

Spot/preemptive, non-accelerated 
instances

Spot/preemptive, 
accelerated instances

Other

Compute
Storage 

Software 
Licenses

Other

Source: Hyperion Research Multi-Client End User Study 2022



HPC Storage and the Cloud

• Storage ~ 1/3 total HPC 
spending in the cloud

• Spending on persistent, durable 
storage 2x greater than 
ephemeral, temporal storage

• ~ $1.7B cloud storage spend in 
2021

• Cloud storage growth ~ 2.3x on-
premises storage growth

• Total cloud spending projected 
to overtake on-premises 
storage spending in 2024

40© Hyperion Research 2023

Cloud adoption for storage remains strong and growing 

Compute 

Instances
57%Persistent 

Storage
23%

Ephemeral 
Storage

11%

Software Licenses

7%

Other 2%

2022 Cloud Budget Distribution

n = 94

Source: Hyperion Research, 2022
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Cloud Workloads
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AI is the predominant workload in the cloud

n = 98; Industry = 73; Government = 5; Academia = 20

Source: Hyperion Research, 2022
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Other

Quantum
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AI (ML, DL)

Traditional Mod/Sim

Cloud Utilization - Workloads by Sector

Academia Average Government Average Industry Average Overall Average
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Overall Average

Industry Average

Government Average

Academia Average

Cloud Utlization - Sector by Workloads

Other Quantum Big Data/HPDA  (excl AI) AI (ML, DL) Traditional Mod/Sim

n = 98; Industry = 73; Government = 5; Academia = 20

Source: Hyperion Research, 2022
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Storage and Interconnects
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Area ($M) 2021 2022 2023 2024 2025 2026
CAGR
21-'26

Server $14,748 $16,077 $17,738 $19,565 $19,495 $20,481 6.8%

Add-on Storage $5,971 $6,677 $7,457 $8,388 $8,491 $9,027 8.6%

Middleware $1,729 $1,863 $2,030 $2,212 $2,172 $2,268 5.6%

Applications $4,948 $5,302 $5,731 $6,195 $6,089 $6,326 5.0%

Service $2,266 $2,316 $2,389 $2,468 $2,336 $2,296 0.3%

Total Revenue $29,662 $32,236 $35,345 $38,828 $38,584 $40,398 6.4%

HPC Storage Growth Continues

• Storage historically the 
highest growth HPC element

• Storage represents ~ 20% of 
on-premises HPC spending 
and growing

• Almost half of sites surveyed 
expect their storage budgets 
to increase more than 5%
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Demand increasing across all sectors and verticals

Source: Hyperion Research, 2022

On premises HPC Spend - 2021
Total 2021 HPC Spend: ~ $29.7B

Server Storage Middleware Applications Service

~ $6.0B

Source: Hyperion Research, 2021



Storage and Interconnects: A New 
Architectural Focal Point

• Internode system interconnects will be critical for performance 
and scalability of composable system elements
• InfiniBand and Ethernet dominance is expected to continue
• Shift from independent node-node and storage networks to 

converged networks

• Intranode interconnects such as CXL are emerging to address 
composable memory

• Storage architectures are evolving to address broad challenges 
across the entire ecosystem
• Compute-intensive vs. data-intensive
• IO profiles (large block sequential vs. small block random)
• Access methods (file vs. block vs. object)
• Access frequency (hot vs. archive vs. cold)
• Locality (centralized datacenter vs. cloud vs. edge)
• Enforced consistency (strict POSIX vs. relaxed POSIX)

© Hyperion Research 2023 44

8.  The divergent requirements of traditional HPC modeling/simulation 
and AI workloads will move HPC architectural focal points from 
compute to system interconnects and storage systems



“Recent” Happenings
• Consolidation in and adoption of DPUs

• AMD acquisition of Pensando (old news)

• Microsoft acquisition of Fungible assets (relatively recent news)

• NVIDIA Networking Bluefield 3 (ongoing investment)

• Intel IPU

• Interconnect evolutions

• InfiniBand, Ethernet, and OmniPath evolution
▪ Line rates

▪ Features

• Vendor augmentations and innovations
▪ HPE Slingshot

▪ Rockport

• Captive CSP investments
▪ AWS: EFA

▪ Google: Aguila, Apollo

▪ Alibaba: collaboration with Broadcom

• Progress towards disaggregation and composable systems

• Strong sentiment towards and anticipation of optical I/O

© Hyperion Research 2023 45



Strong Sentiment Toward Optical I/O

• Optical I/O was rated as the technology that has the 
highest potential to improve HPC architectures over 
the next 2-6 years 
• In-memory computing was identified as the second highest 

impact technology area 
• Physical interface standards for chiplets (e.g. UCIe) that 

can enable standardized connection between the host 
SoC and in-package optical I/O chiplet also ranked high

• 75% of respondents felt that there is a strong need 
for disaggregation of system resources 
• Enable workload-driven composable infrastructure

• Predominant system issues for future architectures
• System scale-out
• Lack of system composability
• Network throughput

© Hyperion Research 2023 46

Both users and vendors eagerly anticipating optical I/O



Optical I/O Research
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Composable Systems
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What are Disaggregation and 
Composability?
• Disaggregation

• An architectural paradigm that moves system elements 
typically integrated together in a scalable turnkey node 
moves them into their own respective element-specific 
subsystems to then be networked together to create a 
complete solution

• System elements include CPUs, GPUs, and memory

• Composability
• Dynamic allocation and provisioning of system resources 

based on the requirements of individual jobs and 
workloads

• System elements are reserved independently of each 
other based on each specific job

• Leverages emerging innovations such as Compute 
Express Link (CXL), and advancements in existing 
interconnect standards

© Hyperion Research 2023 49



Datacenter

Composable Rack
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Composability Benefits

• Improved system utilization by more fully leveraging 
expensive on-premises assets
• More work completed per unit of time

• Only required device-level resources are dynamically 
provisioned (e.g., CPUs, GPUs, storage)

• Unused resources are freed up more quickly 

• Accelerated time to completion for workloads that 
would otherwise be sitting idle in a queue
• Fit more jobs within a given pool of resources 
• Jobs reserve only the specific, required mix of hardware 

for only as long as they’re needed

• Reduced system costs
• Smaller-scale systems at initial procurement
• Modular resource-specific nodes
• Expand and upgrade with only required components

© Hyperion Research 2023 51



Composability Challenges

• Resource impacts
• How much (if at all) will application codes need to change 

to support composability?
• Will it increase or reduce support requirements?

• Performance impacts
• How much latency might be added to manage, provision, 

monitor, and re-claim system resources between jobs?
• Will increased physical distance also add latency?
• How far can it scale?

• Cost impacts (e.g., an additional network)

• Usage and operational impacts
• How to determine workloads most suitable to 

composability?

© Hyperion Research 2023 52



Composability Usage and 
Operational Considerations
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HPC Usage & 

Operational 

Considerations

Conditions Amenable to Composable 

System
Examples 

Utilization

• Overall low system utilization

• Resource bottlenecks that lock up 

idle system resources for long 

periods of time

• Mismatched resource allocation

• 24-hour wall clock system utilization < 50%

• Long storage access delays that idle CPUs

• Low count GPU jobs running on high GPU 

count nodes

Scale

• Small-to-medium scale systems

• Jobs with minimal data 

dependencies and minimal 

interprocessor communication

• Single processor or single node jobs

• Financial risk modeling, drug discovery, big 

data analysis, imaging   

Performance
• Specific requirements for one or 

more system resource

• AI applications running GPU intensive jobs, 

CPU intensive CFD models

Workload

• Short-to-medium run times

• Small to medium size jobs

• Cloud-friendly

• R&D software development runs test codes, 

test bed or devops programs

• Highly parallel, limited data, modular codes

Talent

• Sites with limited on-site HPC 

expertise

• Sites running new workloads that 

aren’t dependent on legacy codes

• New compute facilities, academic sites, 

start-ups facilities



Composability Ecosystem
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Broad industry representation

System Element Contributors

Standards and Consortia

Compute Express Link (CXL)*, Ethernet Technology 

Consortium, InfiniBand Trade Association (IBTA)

Compute AMD, ARM, Intel, NVIDIA, SiPearl

Systems Dell, HPE, Huawei, IBM

Interface Broadcom, IntelliProp, Marvell, 

Networking Ayar Labs, Cornelis, GigaIO, NVIDIA, Rockport 

Memory (device and node) Micron, Rambus, Samsung, SK Hynix, UnifabriX

Software Google, Liqid, MemVerge, Microsoft

Storage Seagate, Western Digital



Composability Research
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Sustainability and Energy 
Efficiency
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Prioritizing Sustainability in 
Procurements

• New CPUs/GPUs/xPUs have substantially larger power 
requirements
• Maximize performance capabilities for these compute elements, 

consistent and affordable energy

• Energy costs
• Energy crisis / inflation / geographic concern

• Energy Consumption Legislation
• Recent legislation on the energy consumption of data centers 
• Implementation: energy-conscious procurements, renewable 

energy where possible, and optimizing workloads for efficiency 

• Environmental Stewardship
• The perception of environmental stewardship amongst HPC 

users
• Metrics and requirements to identify sustainable vendors
• Forward-thinking vendors want to respond to the call

• New technologies are needed to improve energy usage 

© Hyperion Research 2023 57

3. Sustainability and energy efficiency considerations will 
become a dominant factor in many procurements



HPC Site Goals and Strategies
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Sustainability encompasses energy efficiency and doing 
more HPC with less

Sustainability

Energy efficiency

Doing more  
HPC with less 

• Renewable energy sourcing

• Responsible material 
sourcing

• System retirement plans 

• ESG goals

• Prohibitive energy costs

• Smart power management

• Efficient hardware config

• Liquid cooling

• Efficient code

• Optimized workloads

Source: Hyperion Research, 2023



HPC – Sustainability Friend or Foe?
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Foe
• High power xPUs

• Increased demand 
for accelerated 
compute

• Increased data 
storage and 
subsequent data 
center power 
demands required 
by machine 
learning

• Training AI models 
is incredibly energy 
intensive

Friend
• Mod/Sim replacing resource-

intensive processes                      
(i.e. nuclear testing,      
manufacturing                       
development, flight                  
testing, drug design) 

• AI/ML projects identify      
efficiencies

• HPC use in renewable             
energy technology

HPC



Trends and Priorities in Sustainability

Energy costs 
are impacting 

operations

• ~2/3 say costs will 
defer the 
purchase of a new 
system

• ~1/2 say costs will 
limit the 
capabilities of their 
system

• ~1/3 say costs will 
reduce operational 
hours

Energy efficiency 
driving migration to 

cloud

• 76% cite energy 
costs as driver to 
move to the cloud

• Users relying on 
CSPs to manage 
efficiency at scale

• Government 
regulation is also 
driving movement 
to cloud, but to a 
lesser extent

Priorities in 
sustainability goals

• Data center 
architecture (54%) 
is prioritized more 
frequently 
than optimized 
cooling (42%)

• Increasing focus 
on smart power 
management and 
telemetry (13% in 
the next 12-18 
months)

Sustainability is 
influencing hiring 

practices

• Focus on 
sustainability a 
requirement of 
new hires

• Gap of knowledge 
for how to do 
sustainable HPC

• Motivations vary by region:
• APJ: ESG Goals
• EMEA: Prohibitive Energy Costs
• North America: Wanting to do more with less

60© Hyperion Research 2023

Broad range of motivations driving sustainability efforts

Source: Hyperion Research, 2023; study sponsored by Dell, Intel, and NVIDIA



Sustainability Research
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Questions?

We welcome questions, 

comments, and suggestions

Please contact me at:

mnossokoff@hyperionres.com

© Hyperion Research 2023 

mailto:mthorp@hyperionres.com


www.HyperionResearch.com

www.hpcuserforum.com

Exascale + Neo Exascale:
What’s Next? 

ISC23

May 2023

Bob Sorensen

http://www.hyperionresearch.com/
http://www.hpcuserforum.com/


No Exascale Talk Complete Without 
the Top 500 

© Hyperion Research 2023 64

On November 2022 list, 50% of Top 4 are EU-based 



Behind the Numbers 
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Slower Progress, Less Turnover, A Sectoral Schism  



EuroHPC: Driving EU HPC Progress

© Hyperion Research 2023 66

The central focus of advanced computing in Europe

• Jointly funded by its 33 members with a budget of around EUR 
7 billion between 2021-2027

• Develop, deploy, extend, and maintain in the EU a world-
leading federated, secure and hyper-connected 
supercomputing, quantum computing, service and data 
infrastructure ecosystem



EuroHPC JU Activities and Plans 

• An array of HPCs accessible to EU membership: 
• LUMI in Finland (#3 on Top 500 list ) 

▪ 375 Pflop/s sustained, 550Pflop/s TPP 
▪ Lumi-G (GPU centric) 
▪ Lumi-C (CPU only)
▪ Lumi-D (Data analytics: large memory) 
▪ Lumi-K partitions (containers, cloud services)

• LEONARDO in Italy (#4 on Top 500 list) 
▪ 249 Pflop/s sustained, 323 Plop/s TPP
▪ CPU partition (9 Pflop/s), GPU partition (240 Pflop/s) 

• Vega in Slovenia 
▪ 6.3 Pflop/s sustained, 10 Pflop/s TPP 
▪ CPU partition (960 nodes), GPU partition (60 nodes)

• MeluXina in Luxembourg 
▪ 12.8 Plop/s, sustained, 18.3 Plop/s TPP 
▪ CPU partition (570 nodes), Accelerator Module (220 nodes)

• Discoverer in Bulgaria
▪ 4.5 Pflop/s sustained, 5.9 Pflop/s TPP
▪ CPU only (1128 nodes) 

© Hyperion Research 2023 67

Varying workloads: varying architectures 



EuroHPC JU Activities and Plans 

• An array of HPCs in play: 
• Karolina in the Czech Republic

▪ 9.6 Pflop/s sustained 15.7 Pflop/s TPP
▪ Four processing main partitions:

– Standard numerical simulations: 720 servers
– Accelerator: 70 servers with 8 GPUs per server
– Large data set processing partition: 24 TB shared 

memory
– Cloud service provider: 36 servers

• Deucalion in Portugal
▪ 7.22 Pflops sustained, 10 Pflops TPP 
▪ ARM partition (1632 nodes), x86 partition (500 nodes), 

accelerated partition (33 nodes)   
• MareNostrum5 in Spain (still TBD)

▪ 205 Pflops sustained, 314 Pflops TPP  
▪ GPP (general purpose partition), ACC (Accelerated partition,)  

NGT GPP (Next Gen Tech GPP partition), NGT ACC (Next 
Gen Tech ACC) 

© Hyperion Research 2023 68

Varying workloads: varying architectures 



EU Plans for First Exascale System

• Planned for 2023/2024 

• Installed at the Julich Supercomputing Center 
Germany  
• Already hosts:

▪ JUWELS Booster  (#12), Module 1 (#93)
▪ JURECA Data Centric Module (#61) 

• Average power is anticipated to be up to 15 
megawatts

• Overall costs: 500 million euros 
▪ 250 million euros: EuroHPC JU
▪ 250 million euros in equal parts by the German Federal 

Ministry of Education and Research (BMBF) and the Ministry 
of Culture and Science of the State of North Rhine-
Westphalia (MKW NRW)
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JUPITER (Joint Undertaking Pioneer for Innovative and 
Transformative Exascale Research)



EU Plans for First Exascale System
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Is Jupiter the prototype for neo exascale systems?

• Potential RFP benchmarks (24 in total) hinting at anticipated 
workloads
• Traditional Computing: Graph 500, HPCG, HPL, Stream 
• Accelerated: NekRS, a GPU Navier-Stokes Solver
• Quantum

▪ JUQCS,JUQCS--G 
• AI

▪ AI-NLP (GPT)
▪ AI-CNN (ResNet)



Japan’s Plan for ‘Fugaku NEXT’ 
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Not a straight-line projection 

Satoshi Matsuoka, Director Riken RCCS ASCAC Presentation



China Exascale Status 
• No official announcements

• Last new Chinese appearance in Top 10 list was 
June 2018

▪ #7  Sunway TaihuLight in Wuxi (2016) 
▪ #10 Tianhe-2A at NUDT (2018)

• Probably no new announcements this time 
• Most likely politically, not technologically, motivated    

• Strong evidence of at least five or more other 
Chinese systems that could make Top 10 list today

• Winner of the 2021 ACM Gordon Bell Prize 
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Near-Term US Exascale Plans  

• Frontier: DOE Office of Science: Oak Ridge National Laboratory 

• First US exascale system in US 
• June Top 500 List:  Rpeak = 1.68 Eflop/s,  Rmax = 1.1 Eflop/s   
• 21 MW to run LINPAC
• Cray Shasta with AMD EPYC CPU and AMD Radeon Instinct GPUs
• Full user operations January 2023 (some delay) 

• Aurora: DOE Office of Science, Argonne National Laboratory 

• 60MW, ~ 1Eflop/s DP sustained, 2Eflop/s TPP
• 08/21: Polaris testbed system (44PF DP and 1.5EF AI) 
• Cray Shasta architecture with Intel Xeons and Intel Xe GPU
• Delivery in late 2023, acceptance in 2024 (delayed at least X months) 

• El Capitan: DOE NNSA’s LLNL 
• ~ 2 Eflop/s
• Cray Shasta architecture with AMD EPYC processors, next generation 

Radeon Instinct GPUs
• Fully deployed in 2023/2024
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Three systems over two (or more) years with budget of ~ 
$1.8 billion USD



US Exascale Plans Going Forward 
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A new US Government procurement paradigm? 

National Academies of Sciences, Engineering, and Medicine. 2023. Charting a Path in a Shifting Technical and 
Geopolitical Landscape: Post-Exascale Computing for the National Nuclear Security Administration. Washington, DC:
The National Academies Press. https://doi.org/10.17226/26916.
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QC Market Executive Highlights

• The global QC market estimated to be worth $770 million 
USD in 2023 
• Based on a survey of 145 respondents from 108 QC 

companies across18 different countries 
• Projected annual growth rate of 25.3% out to 2025

• Driving the global QC market to approximately $1.2 billion USD 
in 2025

© Hyperion Research 2023
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Building a data driven market forecast
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QC Market Summary

• The QC supplier base is a diverse group of players
• 7% of surveyed firms have QC revenues expected to exceed 

$10 million USD in 2022

• 49% have QC revenues < $500K USD, and 

• 32% have no QC revenues

• In 2025, CSP-related QC activities will account for almost 
70% of QC revenues 

• QC hardware revenues will compose ~35% of sector 
revenues 

• Top QC end user sectors: Financial, QC R&D, and 
cybersecurity on top 

• But broad applicability envisioned across at least 18 other 
sectors  

77

Characterizing the current QC supplier base and its 
environment   
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QC Market 2025: Major Algorithms by 
Revenue   

78

Mod/sim, optimization, and AI share significant and near 
equal presence 

N = 113

• No major changes 
from last year’s 
study
• Slight downturn 

in machine 
learning

• Slight upticks in 
mod/sim and 
optimization 

• No specifics on 
“Other” 

• Better drill down 
on cyber security 
needed?

• Is this list really 
the complete set?

Modeling / 
Simulation

24%

Optimization
24%

AI (machine 
learning and 

deep learning) 
23%

Cybersecurity 
16%

Monte 
Carlo 

Processes 
10%

Other
3%

Major QC Algorithms by Revenue 2025
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QC Market 2025: QC Access Method   

79

Cloud continues to dominate as preferred QC hardware 
access method

N = 145

• Cloud supports 
half of total QC 
hardware access
• Combined with 

hybrid, cloud 
involved in 67% 
of total QC 
hardware market 
access

• No major changes 
from last year’s 
study

QC 
capability 
on cloud

50%

QC 
capability 
on-prem

21%

QC job-
level hybrid 
(on-prem / 

cloud) 
17%

Don’t 
know/Not 

sure
12%

QC Hardware Access Method in 2025
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QC Market 2025: Top Three End User 
Sectors

80

Financial, QC R&D and cybersecurity on top, but broad 
applicability envisioned 

N = 145, Select top three 

• Financial chosen 
by one in three 
respondents as a 
top three most 
promising QC end 
user sector 
• But only 

narrowly ahead 
of QC R&D and 
cybersecurity

• Nearly every 
sector choice 
deemed important 
by some
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QC Early Adopter Study Summary

81

• Wide range of QC-related activities currently underway in 
commercial sector 
• 485 organizations contacted to locate 300 QC early adopters (62%)

▪ 34% exploring options and monitoring technology
▪ 26% conducting use case analysis
▪ 14% engaged in production use

• Greatest value driver is enhancing business efficiencies (one in 
four respondents) 
• But improving research capabilities plus driving innovation 

represents almost one-third of responses

• Greatest organization drivers center on accelerating existing 
classical workloads and adopting new QC workloads
• This is not just about early adopter philosophy nor fear of missing 

out

• QC early adopters see the promise of QC for a wide range of 
computational workloads, including machine learning 
applications, finance-oriented optimization, and logistics and 
supply chain management 
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QC Early Adopter Summary (cont.) 

82

• Greatest hurdles to QC adoption are complexities 
with integrating QC into existing IT infrastructure 
and clearly demonstrating QC ROI 

• Key QC vendor selection criteria centered on vendor 
ability to integrate QC into existing IT infrastructure
• Sector-specific skills also valued 
• Qubit modality and qubit specifications of low 

importance  

• Positive QC adopter plans for next 2-3 years
• More than half are looking at measured growth
• One-third see aggressive efforts
• Only a small number (2%) indicate disillusionment with 

QC 
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Summarizing the QC Cloud Access 
Environment

• Vendor direct providers: QC hardware/software 
suppliers that predominately support in-house cloud 
accessible platforms 
• E.g., D-Wave, IBM, and Rigetti

• Cloud service providers: CSPs that offer connectivity 
to QC vendors systems and, in some cases, their 
own QC HW/SW capability
• E.g., Amazon Braket, Azure Quantum, and Google 

Cloud
• Third-party players: Primary software-based 

aggregators of QC software and professional 
services, along with curated access to a span of QC 
direct vendors
• E.g., QC Ware, Strangeworks, and Zapata

83

Based on recent survey, there are three main cloud-based 
QC access models  
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Accessing QC Vendors QC Offerings   

• Provide direct vendor/end user interaction through a 
private cloud with minimal public cloud access 
options 
• E.g., D-Wave, IBM, Pasqal, and Quantum Circuits 

• Establish access though a CSP  
• E.g., QuEra only available though Amazon Braket

• Support a range of access options 
• Rigetti QC systems can be obtained directly through 

Rigetti, CSPs Amazon Braket, Azure Quantum, and 
Google Cloud, as well as third-party players, QC Ware, 
Strangeworks, and Zapata

• Embrace third-party partners
• Strangeworks asserts that it is in collaboration with at 

least a dozen QC vendors 
• QC Ware offers access to both QC vendors and QC 

simulator providers such as NVIDIA 
84

Multiple ways to provide access your QC system 
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Large Language Models and HPC 

• AI writ large is undergoing a paradigm shift with the 
rise of models (e.g., BERT, DALL-E, GPT-3) trained 
on broad data (generally using self-supervision at 
scale) that can be adapted to a wide range of 
downstream tasks

• Called foundation models to underscore their 
critically central yet incomplete character

• LLMs have applications in language, vision, robotic 
manipulation, reasoning, human interaction

• LLM are based on standard deep leaning and 
transfer techniques (knowledge learned in one realm 
that transfers to another ) but their scale results in 
new emergent capabilities
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Focus on the most demanding, and recent, AI space 



Framing LLM/HPC Requirements 

• Compute: the absolute number of floating-point 
operations needed to train a LLM to a desired degree 
of accuracy

• Dataset size: input data set used for training the LLM

• Model size: number of tokens or parameters
• The larger the number of parameters, the more nuance in 

the model’s understanding of each word’s meaning and 
context

• This scaling heuristic been called the ideal gas law of 
machine learning

▪ PV= nRT encompasses a range of complex action 
▪ Scaling moves here as a f(C,D,M)

• LLMs requirements ultimately define necessary HPC 
specifications 
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Three elements dominate scaling of LLMs on HPCs



LLMs Consume Significant FLOPs 

• Pre 2010: Typical training compute flops: 
▪ On the order of 2 X 1012 (200 Tflops)
▪ Flops requirements doubling every 21.3 month
▪ But not a lot of data points 

• Post 2010 to Current:
▪ Currently on the order of 6 X 1022 flops (60 Zettaflops) 
▪ Flops requirements doubling every 5.6 months 
▪ Roughly 11X faster than HPC Top 1 Linpack performance growth rate    
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LLM flops growth eclipses Top 500 growth 

arXiv:2202.05924 

See Compute Trends Across Three Eras of Machine Learning, arXiv:2202.05924



LLM Data Set: Bigger != Better

• Input data set used for training LLMs
▪ Typically measured in Tebibytes (2^40) ~ 1.1 Tbytes  

• Most LLM are trained using a mix of preexisting data sets
• Some examples of widely-used data sets 

▪ Common Crawl: Contains billions of web pages and is updated 
monthly

▪ Wikipedia: The online encyclopedia
▪ Project Gutenberg: A large collection of free e-books
▪ OpenWebText: A collection of over 40GB of text from the web, 

pre-processed to remove low-quality text
▪ Reddit: A popular social news site that contains a wealth of 

information on a wide range of topics
▪ Cornell Movie Dialogs Corpus: A dataset of movie scripts and 

conversations, a useful source of conversational training data.
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Data set size important, but quality matters more 



Putting the HPC in HPC-AI: Data Set 
Size 

• There are natural limits here
▪ Is more data better? 
▪ Is more data even available? Is targeted data available? 
▪ To what extent will ‘good’ data availability limit LLM progress? 
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LLM validity related directly to data sources 

arXiv:2202.05924 

Alan D. Thompson. 2022. What’s in my AI? A Comprehensive Analysis of Datasets used to Train GPT…

https://LifeArchitect.ai/whats-in-my-ai 52021



Bigger Models Enable Better LLMs

• Model size: measure in tokens (or parameters)
• Tokens are the basic units of text or code that an LLM uses 

to process and generate language 
• Can be characters, words, subwords, or other segments of 

text or code
• Stored using Byte-Pair Encoding (BPE) scheme

▪ 16 bits per token
▪ Introduced in 1994 by Phillip Gage as an algorithm for data 

compression in the C User Journal   

• The larger the number of parameters or tokens, the 
more nuance in the model’s understanding of each 
word’s meaning and context

• 100-200 billion tokens used in current large scale 
language models…and that’s likely to increase
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Tokens and Storage Requirements  



Putting HPC in HPC-AI: Model Size 

• M-T NLG: 530 billion tokens– three OOMs in four years?
▪Trained on NVIDIA DGX SuperPOD-based Selene HPC  
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Language model size on a steep upward trend as well* 

arXiv:2202.05924 

* See Blog at Hugging Face blog, https://huggingface.co/blog/large-language-models

Megatron Turing used 

a model size of 530 

billion tokens @ 2 

bytes/token = 1.06 

Tbytes of data 



Putting This All Together
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Is this (another) new HPC architectural paradigm in the 
works?  

Distributed Training of Large Language Models on Fugaku, https://t.co/idofa7Tjyu

• Based on a recent LLM analysis by Riken

• GPT variant flops requirements 
• GPT-3.5 (ChatGPT):  3X1024 flops (estimated) 
• GPT-4.0: 3X1025 flops (estimated) 

• OpenAI System: Microsoft/Open AI collaboration
• Top 5 system when stood up 
• GPU-based BF16 312 Tflop/s x 25,000 = 7.8 Eflop/s TPP
• GPT-3.5 (ChatGPT):  4.5 days X 2
• GPT-4.0 45 days X 2 

• Fugaku:
• FP32 6.76 Tflop/s X 158,976 = 1.07 Eflop/s (TPP)
• GPT3.5 (ChatGPT): 32 days X 10  
• GPT-4.0 45 days X 2: 328 days X 10 ~= 8.9 years 



LLM HPCs Of Note 

• Google’s AI-focused A3 VM HPC
• 26,000 Nvidia H100 Hopper GPUs in a single cluster 
• 26 Eflop/s of “AI performance”
• GPU-to-GPU data interface supporting CPU bypass

• Microsoft/OpenAI HPC
• Announced 08/2020, 100’s of million of dollars
• AMD Epyc Rome CPUs: 285,000 cores total 
• 10,000 Nvidia A100 Ampere GPUs 
• Computational engine for GPT-3 

• Meta Research SuperCluster (Phase 2) 
• 16,000 A100s
• One of the largest known flat InfiniBand fabrics in the 

world, with 48,000 links and 2,000 switches.

• Nvidia DGX Cloud
• Nvidia H100 or A100s, 640 GB memory instances
• $36,999/ per month per instance
• Cloud instances through Oracle, Azure, Google  

© Hyperion Research 2023 94

New Machines and New Suppliers



LLMs: Not Yet a Turnkey Process 
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Post processing for safety is mandatory and human  

GPT4 Technical; Report: arXiv:submit/4812508 [cs.CL] 27 Mar 2023
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Questions?

We welcome questions, 

comments, and suggestions

Please contact me at:

bsorensen@hyperionres.com

© Hyperion Research 2023 
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Overall Conclusions
• 2022 was a soft growth year with a 4.3% increase 

• 2023 is expected to be a healthy growth year
• Exascale systems will drive growth in 2023 & 2024

• GPUs, cloud, AI/ML/DL & big data are high growth areas 

• New technologies are showing large numbers: 

• Processors, AI hardware & software, memories, new 
storage approaches, Quantum, etc. 

• Composability may fit well in certain applications

• The cloud has become a viable option for many 
HPC workloads 

• Storage will likely see major growth driven by AI, 
big data and the need for much larger data sets

• There are still concerns about the supply chain and 
growing concerns around power/sustainability & 
talent 
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A Concern: HPC Expertise Shortage

• Two major trends:
1) A shrinking HPC workforce
2) A massive increase in system complexity 

• HPC experts are an aging workforce
• The pipeline of new HPC staff entering the workforce does not 

adequately match the outflow of retirees
• Competition for HPC staff will intensify

• Increasingly complex workloads are more difficult to manage
• Increasing HPC systems per site
• Augmenting traditional modeling/simulation with AI and big data
• Incorporating multiple processor types, co-processors, accelerators, and 

other specialized hardware
• Balancing on-prem and cloud
• Enterprise IT users are entering HPC space and needs HPC expertise 

• HPC users will need major improvements in ease-of-use, ease-of-
selection, & ease-of-optimization 
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The growing scarcity of HPC experts to implement new technologies is 
the number one roadblock for many HPC sites



Some Fun … with ChatGPT

The future of High-Performance Computing (HPC) is exciting and 
full of possibilities. HPC has already transformed many fields, 
from scientific research to finance to weather forecasting, and it 
will continue to have a significant impact on many more in the 
years to come. 
Here are some of the key trends and developments that are 
shaping the future of HPC:

• More Powerful Computing: HPC will continue to push the 
boundaries of what is possible in terms of computing power. 
This will be driven by advances in chip technology, including 
the development of new processors and memory architectures.

• Artificial Intelligence: HPC will increasingly be used to support 
the development of Artificial Intelligence (AI) and Machine 
Learning (ML) algorithms. AI and ML require massive amounts 
of data and computing power to train models, and HPC 
systems are uniquely suited to provide this kind of support.
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Q: What is the future of High-Performance Computing?



Some Fun … with ChatGPT (continued) 

• Cloud Computing: The use of cloud computing for HPC is on 
the rise, making it easier and more cost-effective for 
organizations to access the computing power they need. 
Cloud-based HPC also allows for more flexible scaling and 
more efficient resource utilization.

• Quantum Computing: Quantum Computing is an emerging 
technology that promises to revolutionize computing by 
leveraging the principles of quantum mechanics. While still in 
its early stages, quantum computing has the potential to solve 
problems that are currently beyond the reach of classical 
computing, and it will be interesting to see how it develops in 
the years to come.

• HPC for Climate Modeling: HPC will play an increasingly 
important role in climate modeling, which is essential for 
understanding and predicting the impacts of climate change. 
HPC systems will be used to run increasingly complex climate 
models and to simulate the impacts of different climate 
scenarios. 
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Q: What is the future of High-Performance Computing?



Some Fun … with ChatGPT (continued) 

Overall, the future of HPC is bright, and it will continue 
to have a profound impact on many aspects of our 
lives. 

As the technology continues to evolve and improve, we 
can expect to see even more powerful and innovative 
applications of HPC in the years to come.
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Q: What is the future of High-Performance Computing?
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We Welcome Questions, 
Comments And Suggestions

Please contact us at:

info@hyperionres.com
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